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MGIMN: Multi-Grained Interactive Matching Network for 
Few-shot Text Classification
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Introduction

WHAT
Few-shot classification aims to predict 
the label of query given on query set 
and support set with few samples.

WHY

HOW

Constructing a compact prototype of 
class is challenging-yet-unnecessary. 
And Inter-dependency between query 
and support set is much important.

Perform instance-level comparisons    
(multi-grained interactive matching)
followed by class-wise aggregation. 

Approach
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Experiments
Main Experiments

Ablation Study

Align with multi-grained context

Fusion

Instance-wise comparison

Retrieval-then-classify

* All the results are the averaged over 15 runs(different seen-unseen class 365 splits and random seeds )

* Processing 100 queries on Intel Core i7 CPUs(ms/query)
* Sequence length=20

Highlights

Propose a new few-shot text classification 
framework(MGIMN).

State-of-the-art on five different datasets 
with FSL and GFSL metrics.

Introduce Retrieval-then-classify method 
to improve the inference performance in 
realistic scenery.

Email: tanfan.zjh@alibaba-inc.com; mieradilijiang.mea@alibaba-inc.com; 

Dataset Statics
u Standard FSL Setting: Widely used in 

most studies(Snell et al., 2017 etc.)
u Generalized FSL Setting(GFSL, Nguyen 

et al., 2020 etc.) : A more challenging-
yet-realistic evaluation method. In this 
setting, we reform task a C-way K-shot 
classification in which only subset of 
classes are seen in training phase.
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