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0 Domain adaptation
0 Machine translation
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[d Domain adaptation

1 Machine translation
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o \nmln,

[d Not a well defined notion. %

[J Should be based on some concept of textual similarity
O Lexical choice
O Grammar
O Topic
O Style
O Genre
[ Register

O Intent
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Domain Adaptation (DA) is a field
associated with machine
learning and transfer learning.

L 4

DA is one of the branches of transfer learning.

DA build a system on one kind of data and adjust it to
apply to another.
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https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Inductive_transfer

o \nmln,

Optimal setting for transferring from
parent model to child model.

Parent : Fr-En Child: Uz-eEn Target Target
Prediction Prediction

Target Output ) ( Target Output )
Embedding Embedding

A

e

Target Input ) C Target Input )
Embedding Embedding
Source Word Source Ward Target Word Target Word

[Barret Zoph et al., 2016]
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[Qiang Yang, 2017]

Let's IR THUNLP_MTGroup 2021/6/20 8



Learning
System

Learning Learning

System System Knowledge Learning
Transfer System
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This scenario arises when we aim at learning from a
source data distribution a well performing model on
a different (but related) target data distribution.
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In Natural Language Processing (NLP), train a system on
some language data, retune && apply it to specific
different task.

Build speech recognition system using recorded phone calls,
then tune it to use as an airline reservation hotline.

CV ER IR ASR
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0 Domain Adaptation for SMT

O Self-training
0 Data selection
O Data weighting
O Context based
O Topic based
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Y Bush held a talk with  Sharon

[Och and Ney., 2002]
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o \nmln,

Source sentence: S = s = 515, *** Sy,

Parallel
corpus

Target sentence: T = ti* =t t, - t,

P(T) x P(S|T)
P(S)

P(T|S) =

[ Translation model J—> Decoder T’
= argmax P(T) X P(S IT)

*
. 0
«*

Target A‘ o*
translated text Language Model, LM 2

Translation Model, TM

[Brown et al., 1990, 1993]
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T' = argmax P(T|S)
C P x P(SIT)
= arg?ax P(S)
= arg;nax P(T) X P(S|T)

Translation quality ~ Translation quality
T' = argmax P(T) X P(S|T) T' = argmax P(T) x P(S|T)
T > T
T' = argmax P(T) x P(T|S) X P(T|S)
T
Qua“ty < Qua“ty [Och and Ney., 2002]

THUNLP_MTGroup
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T' = argmax P(T|S)
T

argmax P (T, SX|$)

T,5K

argmax P(S¥|S) x <s=sssnnes
T,sK X 7K'

P(T1K|S{{,S) X PUp——
p(Tf'|T1K,5{<,5)x €

P(T|TK', TK,SK,S)  <eemsnss-

Phrase splitting model

Phrase translation model

Phrase reordering model

Target language model

[Koehn, 2003]
2021/6/20 18
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0 MT systems make error in new domains

0 OOV words are a big problem
] So are words with new senses

[ Even known words with known translations can have
wrong translation scores.

MT! THUNLP_MTGroup 2021/6/20 13



o \nmln,

[0 Many words have multiple senses
1 Cross-lingual mapping difficult for all contexts

1 Senses are often domain — specific ?

THUNLP_MTGroup CELE O



0 Typical SMT systems trained
on a large and broad corpus
(i.e., general-domain) and
deal with texts with
neglecting domain.

0 Depends heavily upon the
quality and quantity of
training corpus.

0 Output preserve semantics
of the source side but lack
morphological and syntactic
correctness.

0 Understandable translation
quality.

Input:

Hollywood actor Jackie Chan has
apologized over his son's arrest on
drug-related charges, saying he
feels "ashamed" and "sad".

Google Output:

UF RIS B O O 2B 1 kL
THIEH S8 ama RHIREE, W
,fm@ﬁ “%Hﬂ:” ;FI] “JEILE/f%” :
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0 Domain-Specific SMT
systems trained on a small
but relative corpus (i.e., in-
domain) and deal with texts
from one specific domain.

0 Consider relevance between
training data and what we
want to translate (test).

0 Output preserve semantics
of the source side ICONIC Translator Output:

. . tetramic acid-type compounds isolated from
morphologlcal and syntactic a CCR-5 active complex produced by fermentation

correctness. under controlled conditions of a biologically pure

0 Publishable quality. culture of the microorganism, Chaetomium
globosum Kunze SCH 1705, ATCC 74489 .,

pharmaceutical compositions containing the
compounds.

] MT! THUNLP_MTGroup 2021/6/20 23



[0 Multi-meaning may not coincide in bilingual environment. The
English word Mouse refers to both animal and electronic device.
While in the Chinese side, they are two words. Choosing wrong

translation variants is a potential cause for miscomprehension.

Source Side

MT! THUNLP_MTGroup 2021/6/20



[0 Multi-meaning may not coincide in bilingual environment. The
English word Mouse refers to both animal and electronic device. While
in the Chinese side, they are two words. Choosing wrong translation

S MT!

variants is a potential cause for miscomprehension.

Mouse

English Word

An animal

An electronic
device

THUNLP_MTGroup
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Chinese Words
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News Domain

O Try to deliver rich information with very economical
language.

0 Short and simple-structure sentence make it easy to
understand

O A lot of abbreviation, date, named entities.

China's Li Duihong won the women's 25-meter sport pistol Olympic
gold with a total of 687.9 points early this morning Beijing time.
(Guangming Daily, 1996/07/02)

P E L FIas) RN LS RAE L Tias TAakIEd, Llé87.9
NPT AN T, JReEH Rizidx.  CaBHRD
19967 H2H)
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N
it

Law Domain

O Very rigorous even with duplicated terms.

0 Use fewer pronouns, abbreviations etc. to avoid any
ambiguity.

0 High frequency words of shall, may, must, be to.

O Long sentence with long subordinate clauses.

When an international treaty that relates to a contract and which the
People’s Republic of China has concluded on participated into has
provisions of the said treaty shall be applied, but with the exception of
clauses to which the People’s Republic of China has declared reservation.

i\ R A B B 5 T 9 1 L B 2 R P A R

MR EEA A FRLE 1,38 P2 B PR QR RE - (HA2, PR ANRIEHE
7= B DR B ) 2% K BR A1
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1 MT!

0 Terminology: words or phrases that mainly occur in
specific contexts with specific meanings.

0 Variants, increasing, combination etc.

Entity Distribution ® New Words

® Terminology
Dislect
@ Culture lterms
@® Common Words/Phrase

Out-of-vocabulary example

THUNLP_MTGroup 2021/6/20
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S MT!

0 DA can be done by model level
O Alignment model
O Language model
O Translation model
O Reordering model
0 DA can also be achieved corpus level
O Dictionary
0 Comparable corpora
0 Parallel corpora
OO Monolingual corpora
0 DA approaches can be decided into:
0 Unsupervised
0 Semi-Supervised
O Supervised

THUNLP_MTGroup
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[ Self-training

[ Data selection
] Data weighting
[ Context based

1 Topic based

2021/6/20 30
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Domain Adaptation for Statistical Machine
Translation with Monolingual Resources

Nicola Bertoldi Marcello Federico

FBK-irst — Ricerca Scientifica e Tecnologica,
Italy

EACL2009, Workshop on SMT
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The basic idea is that in—domain training data can be
exploited to adapt all components of an already
developed system. Previous work showed small

performance gains by adapting from limited in-domain bilingual
data.

We propose to synthesize a bilingual corpus by
translating (with a background system) the monolingual

adaptation data into the counterpart language and
train statistical models form the synesthetic corpus.

S={(f.o) hfes) T W evilf,e) €5

Sy ={(f,8)13j(f, &) € S; }

MT! THUNLP_MTGroup 2001/6/20 32




h(f.&S;)=

(1+1)™

k=1Zn=0D(ex|fn)

oo roneains L Lo oy s | we_pee

Spanish-English
Spanish-English
Spanish-English
Spanish-English
Spanish-English
Spanish-English
Spanish-English
Spanish-English

Spanish-English

TM/RM

Google

Euromatrix

1.12
0.15
0.15
0.21
0.21
0.15
Null
Null
1.39

22.60
27.83
32.80
23.52
23.68
28.10
28.60
32.99
23.24

THUNLP_MTGroup

6.51
7.12
7.84
6.64
6.65
7.18
7.55
7.86
6.44

64.60
60.93
56.47
63.86
63.64
60.86
57.38
56.36
65.81

45.52
45.19
41.15
47.68
47.56
44.85
57.38
41.12
49.61
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Exploiting N-best Hypotheses for SMT Self-
Enhancement

Boxing Chen Min Zhang Aiti Aw  Haizhou Li

Department of Human Language Technology,
Institute for information Research, Singapore

ACL2008

THUNLP_MTGroup 2021/6/20



I
.,-l.-H!

SRR Y |
‘@E e AKX

&

Training
data

Source text -

1

—
<

<

Target N-best
text
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hLM(f1]r 3{) — AlhTLM(e{)

p(é|f)=

Ay hQLM (9{)

Ntrain(f»é)'l'Nnbest(f»é)

Ntrain(f )"‘Nnbest(f )

Spten_eston [Nz wsios_[wsros _

Base
™ 4
LM 6
WR 6
Comb 7

27.67
27.87
27.96
27.99
28.45

26.68
26.95
27.06
27.04
27.35

24.82
25.05
25.07
25.11
25.46

Self enhancement on TM,LM,WR(word reordering model),combination

2021/6/20 36
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Investigations on Large-Scale Lightly-Supervised
Training for Statistical Machine Translation

Holger Schwenk

LIUM, University of Le Mans, FRANCE

IWSLT2008
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" = argmax Pr(e| ) = argmax Pr(f|e) Pr(€) e* = argmaxPr(el) = arggnax{exp(z AihiCe, )}

We use the term lightly—supervised

En
lli%lt& hu m“f” _ 3. 3% _ training when the target LM data is
words franstations words closely related to the text to be translated
o 4—gram

. LM
T oot T TeI T TS *,.
I I i
| upto SMT baseline : automatic
) 275M system ) translations
| wor ds : |
Lo K :
b 4 En |
' phrase I
e - table I
I |
' I
L o o e e e e e e e e e e e e e - a

unsupervised training
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Bitexts Total BLEU score Phrase table
Human-provided Lightly-supervised | Words Dev Test | Size [#entries]
News—dict 2.4M 2406 || 20.44 | 20.18 SM
NEWS—Ele'l—l'{liCt 43M 43 3M || 22.17 | 22.35 83N
News—Eparl+Hans+dict 116M 116M || 22.69 | 22.17 213M
Translated with the small SMT system:
afpox 28M 24M || 21.21 ) 21.02 S58M
101M 2.4M || 21.23 | 21.18 189M
43M 24M || 2098 | 21.01 TTM
News 2:4M | afp2x 102M | 2.4M | 21.23 | 21.17 170M
™ 2.4M || 20.78 | 20.65 17M
Eparl -
31IM 24068 || 21.14 | 20.86 67M
Translated with the big SMT system:
fp2x 1M JIM || 22.23 | 22.33 55M
ap-x 112M | 112M || 22.56 | 22.47 180M
42M 77 120M (| 22.65 | 22.44 203M
News~Eparl aoM | AP 155M | 197M || 22.53 | 22.73 320M
News+Eparl+Hans 114M | afp2x 167M | 281M || 22.86 | 22.80 464M

THUNLP_MTGroup
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Selecting data suitable for the domain at hand from large general-
domain corpora, under the assumption that a general corpus is
broad enough to contain sentences that are similar to those that occur
in the domain.

[ Do not change the pipeline, improve the input.
[ Not all sentence are equally valuable...
O For particular translation task:
O Identify the most relevant training data
[ Build a model on only this subset
O Goal:
[ Better task-specific performance
O Cheaper (computation, size, time)

THUNLP_MTGroup 2021/6/20 40
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Intelligent Selection of Language Model
Training Data

Robert C. Moore William Lewis

Microsoft Research, USA

ACL2011
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W \nmln,

Subset of
P(s|N;, N)P(N,|N)
P(N;[s,N) = N >N  P(s|N;,N)=P(s|N
(N|s,N) P(s|N) I (s|Ny, N)=P(s|N;)
: : , P(s|I)P(N;|N
Relationship I and N;is  P(s|N;)=P(s|I) P(N,|s,N) = (sIDP(N|N)

P(s|N)

Estimate it by training LM on [

H;(s) Per word corss-entropy according to LM on I, text segment s drown from N
Hyn(s) Per word corss-entropy according to LM on N

Partition N into segments (sentences), according to H;(s)-Hpy(s) score segments.

log(P(SII)) —log(P(SIN)) ~ H;(s)-Hy(s)

THUNLP_MTGroup 2021/6/20



Gigaword 133,310,562 3,445,946,266
Europarl train 1,651,392 48,230,859
Europarl test 2,000 55,566

Selection Method Original LM PPL | Modified LM PPL

In-domain cross-entropy scoring 124.4 124.8
Klakow’s method 110.5 110.8
Cross-entropy difference scoring 100.7 101.9

MT! THUNLP_MTGroup 2021/6/20 43




Improving Statistical Machine Translation
Performance by Training Data Selection and
Optimization

Yajuan Lu, Jin Huang and Qun Liu

Key Laboratory of Intelligent Information Processing, Institute of
Computing Technology, Chinese Academy of Sciences

EMNLP2007

THUNLP_MTGroup 2021/6/20



i daE Each of tra|n|.ng
_l | sentence pairs

Redistribute
D D
| v 1 Each of predefined
Translation submodules
model

/ Online model weighting \

Similar data selection by TF-IDF
M
A 6 Oj
Di = (Wili WiZ' 't Win) p(elc) — P0(3|C) X ; 1p,-(e|c) l
A JLl:
) M
LT R S S 1 é = argmax(dolog(po(elc)) + z 6;log(p;(e|c)))
e i=1

dp and 6; are weights

Wij = tfij X log(idfj) \ Po and p; are general model and submoduly

THUNLP_MTGroup 2021/6/20 45



\ 4

:

Training J :

- 1
N | .

Translation model

: Sub- Sub- :
: Model Model :
: 2 4

Sub-
Model
N
General Model :

\ 4

Model

v

1
1
1
1
1
1
1
1
1
. 1 \ 4
. 1
— Decoding
. 1
o
. 1
1
1
1
1
1
1
1

sentence

Model weighting

weights

Translation result

Offline data optimization result

Baseline 600000 0.2363
Top 100+ 600000 0.2306
Top 200+ 600000 0.2360
Top 500+ 600000 0.2415
Top 1000+ 600000 0.2463
Top 2000+ 600000 0.2351

Online model optimization result

FBIS-part 0.1090 0.1090 0.1089
HK_Hans_part 0.0906  0.0903 0.0902
HK_News_part 0.0952  0.0950 0.0933
MTO5_part 0.1119  0.1123 0.1149
Whole_test_set  0.1034 0.1034 0.1038

Distinct pairs | Blue on TopN | Blue on TopN+

0.2363
0.2387
0.2443
0.2461
0.2431
0.2355

0.1089

0.0902

0.0934

0.1151

0.1038

2021/6/20 46
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Domain Adaptation via Pseudo In-Domain
Data Selection

Amittai Axelrod, Xiaodong He, Jianfeng Gao

University of Washington && Microsoft Research

EMNLP2011

MT! THUNLP_MTGroup 2021/6/20 47



Perplexity-based model, which employs n-gram in-domain language

models to score the perplexity of each sentence in general-domain
corpus.

Cross-entropy is the average of the negative logarithm of the
word probabilities.

n

o 1
H(p,q) = — z p(w;)logq(w;) = — N 1logq(wi)
=1

Perplexity pp can be simply transformed with a base b with
respect to which the cross-entropy is measured.

pp = bHPD

Perplexity and cross-entropy are monotonically related

MT! THUNLP_MTGroup 2021/6/20



The first basic one Hi_..(X)

The second is called Moore-Lewis Hl_src(X) — Ho—src(X)

which tries to select the sentences that are more similar to in-
domain but different to out-of-domain.

The third is modified Moore-Lewis

[H—src(X) — Hp—src(X)] + [Hl—tgt(x) — HO—tgt(X)]

which considers both source and target language

MT! THUNLP_MTGroup 2021/6/20



Concatenating in-domain and pseudo [single Model]

IWSLT

Bilingual M-L
Bilingual M-L
Bilingual M-L
IWSLT+Bilingual M-L
IWSLT+Bilingual M-L

IWSLT+Bilingual M-L

35k
70k
150k
35k
70k
150k

45.43
39.59
40.84
42.64
47.71
47.80
48.44

37.17 IWSLT
42.31 General

42.29 Both IWSLT, General

42.22 IWSLT,Bilingual M-L 35k
41.78 IWSLT,Bilingual M-L 70k
42.30 IWSLT,Bilingual M-L 150k
42.01 IWSLT,IWSLT+Bilingual M-L 35k

IWSLT,IWSLT+Bilingual M-L 70k

IWSLT,IWSLT+Bilingual M-L 150k

THUNLP_MTGroup

45.43
42.62
49.13
48.51
49.65
49.50
48.85
49.10
49.80

Concatenating in-domain and pseudo [together]

mmﬂ vethed o Tt

37.17
40.51
42.50
40.38
40.45
41.40
39.82
43.00
43.23

2021/6/20
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Mixture-Model Adaptation for SMT

George Foster and Roland Kuhn

National Research Council Canada

ACL2007

MT! THUNLP_MTGroup 2021/6/20 51



!H' \nllhn,

Sub corpusl -
e o  Submodel 1

1. = di,c
Sub corpus 2 c
General > >
domain - -

pCelh) = ) Acpe(x|h)
u [:] C

Distance Metrics for Weighting : tf/idf , LSA, perplexity, EM

THUNLP_MTGroup 2021/6/20 52



(S T N T K

train

dev

test

Corpora

FBISO4

HK Hans

HK Laws

HK News
Newswire
Sinorama
UN
NISTO4-nw
NISTO4-mix
NISTO5
NISTO6-Gale
NISTO6-NIST

proceedings
legal

Press release
nw

news mag
Proceedings
nw

nw,sp,ed

nw
nw,ng,bn,bc

nw,ng,bn

182k
1,375k
475k
740k
26k
366k
4,979k
901
889
1,082
2,276
1,664

Distance matrices for linear combination on dev

tf/idf 31.3 313 31.1 31.1
LSA 315 316

Perplexity 31,6  31.3 31.7 31.5
EM 31.7 316 32.1 31.3

Source granularity on dynamic adaptation

Nist04- nist05 Nist0O6-  NistO6-

mix nist gale
Baseline 31.9 30.4 27.6 12.9
File 32.4 30.8 28.6 13.4
Genre 32.5 31.1 28.9 12.2
Document 32.9 30.9 28.6 12.4

2021/6/20 53
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Perplexity Minimization for Translation Model
Domain Adaptation in
Statistical Machine Translation

Rico Sennrich

Institute of Computational Linguistics, University of Zurich

EMNLP2012

THUNLP_MTGroup 2021/6/20 54



A weighted combination can control the contribution of the out—of-domain

corpus on the probability distribution, and thus limit the ambiguity
problem.

A weighted combination eliminates the need for data selection, offering
a robust baseline for domain—specific machine translation.

Aim to adapt all features: p(t|5) p(S|t) lex(t]|5) lex(S|t)

Linear interpolation model: p(xly; ) = z,_lf'lipi(xly) Zi=1/h =1

cxy) __c(xy) i=1 /i ¢i(%,y)
cy) Lpcxy) plxly: ) = t=1 2y Aici(x, )

Weighted counts: p(x|y) =

Perplexity minimization:
Hp) == ) B(x,y)logap(x1y)
X,y

A= argmin— » (x,)logzp(x|y; 1)
x,y
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i \nmln,

out-of-domain LM adapted LM
System full IN T™M full IN T™M small IN TM
BLEU METEOR | BLEU METEOR | BLEU METEOR
in-domain 30.4 30.7 33.4 31.7 29.7 28.6
out-of-domain 24.3 28.0 | 28.9 302 | 289 30.2
counts (concatenation) 30.3 31.2 33.6 324 31.3 31.3
binary in/out
weighted counts 31.0 31.6 | 338 324 315 31.3
linear interpolation (naive) 30.8 314 33.7 324 31.9 31.3
linear interpolation (modified) 30.8 31.5 33.7 324 31.7 31.2
alternative paths 30.8 31.3 33.2 324 298 30.7
10 models
weighted counts 31.0 31.5 33.5 32.3 31.8 31.5
linear interpolation (naive) 30.9 314 33.8 324 31.9 31.3
linear interpolation (modified) 31.0 31.6 33.8 32.5 32.1 31.5
alternative paths 25.9 292 | 243 29.1 29.8 30.9
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Context Adaptation in Statistical Machine Translation
Using Models with Exponentially Decaying Cache

J0rg Tiedemann

Department of Linguistics and Philology, Uppsala University,
Uppsala/Sweden

ACL2010
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‘@E e AKX

Mix a large global (static) LM with a small local (Dynamic model)
estimated from recentitems in the history of the input stream.

“They may also have of depression . The 10 commandments Kerd ma lui

Abilify is used to treat moderate to severe To some land flowing with | | Mari honey ...

manic and to prevent manic milk :-m Mari, gumman ...
in patients who have responded to Till ett land fullt av mjolk

the in the past . The solution for och honung. Sweelhearl,| where are

injection is used you going”?

for the rapid control of agitation or disturbed I've never tastn: ,{|gk|ing! var ska du?

behavior when taking the by mouth Jag har aldrig smakat ho-| |,

is not appropriate .The can only be nung. Who was thﬂt,|hﬂllE}'?

obtained with a prescription .” Vem var det, gumman?

P(wy|history) = (1 — D) By_ gram(Wnlhistory) + AP.qcpe (Wy|history)

n—1

1 .
Peache Wn[Wn—k ... Wp_1) = Zz [(wy, = wy)e %0

iI=n—k

2021/6/20 58
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Dcache(@nlfn) =

cache LM vs. standard LM ——
cache TM vs. standard TM - oo

BLEU score difference

ELEWU score difference

_2 -
standard model and a model with cache

Yici [(fa = £

cache models vs. standard models

THUNLP_MTGroup

(LM, TM)
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A Topic Similarity Model for
Hierarchical Phrase-based Translation

Xinyan Xiao Deyi Xiong Min Zhang Qun Liu Shouxun Lin

Institute of Computing Technology, Chinese Academy of Sciences

ACL2012
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|

1

i) 1

(@) fE Mk #&J) = opera- (b) 47T X1 = grands X,

tional capability

Similarity (P(z|d), P(z|r))
K

_ zk=1(\/P(z = k|d) — Pz = k[1))?

Lie1€¢ X P(z = kld)

P(z=k|r) =

K Y ¢ X P(z=k'|d)

Z(zf,ze,a) Z(i,j)ea 5(Zfi' kf) * 5(Zei» ke)

T(P(zeIr)) = P(zeIr) ® My xx,

n_ll...l.l.ll.-.l.._.].i.-.l...l.l.lj.l-Ll.l.l.lJ |:..I, N N |
€) 44F X, = give X1 (d) X1 %17 2 Xo =
held talks X; X
Similarity P(z|r)
K

- — P(z = k|r) xlog(P(z = k|r))
k=1

Decoding
Similarity (P(zs|d), P(z¢|r))
Similarity (P(z¢|d), TP(z.|1))
Sensitivity (P(zf|r)

Sensitivity(TP(z.|r))

S MT!
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hierarchical system Baseline 30.20 21.93 26.07 12.6
topic—specific lexicon TopicLex 30.65 22.29 26.47 3.3
similarity by source SimSrc 30.41 22.69 26.55 11.5
similarity by target SimTgt 30.51 22.39 26.45 11.7

two similarity SimSrc+SimTgt ~ 30.73 22.69 26.71 11.2
sensitivity features Sim+Sen 30.95 22.92 26.94 10.2

Percentage of topic—sensitive rules Topic model on three types of rules

Phrase-rule 3.9M 83.4 84.4 Baseline 30.20 21.93 26.07
Phrase-rule 30.53 22.29 26.41

Monotone-rule  30.72  22.62 26.67
Reordering —rule 30.31 22.40 26.36
All-rule 288M 851  86.0  FAjyle 3095 2292 26.94

Monotone-rule 19.2M 85.3 86.1

Reordering —rule 5.7M 85.9 86.8
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0 Domain Adaptation for NMT
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N
P(y‘XQ 9) — H P(YH‘X:.Y<H§9)

n=1

U

Y Bush held a talk with  Sharon

[Sutskever et al., 2014]
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Bush held a talk with Sharon </s>

[Sutskever et al., 2014]

MT! THUNLP_MTGroup 2001/6/20 65



Bush held a talk with Sharon </s>

[Bahdanau et al., 2015]
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( our focus

Decoder Y, Y;

S SN b p <t
Encoder XX X Xy
Encoder-Decoder NMT Attention-based NMT

Cho et al. (2014) Bahdanau et al. (2015)
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Topic-Informed Neural Machine
Translation

Jian Zhang, Liangyou Li, Andy Way, Qun Liu

ADAPT Centre, School of Computing, Dublin City University, Ireland

COLING2016
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Commercial analysis and market stock prlces on Britain’ s biggest bank .

..... L 4 Q. ‘I“‘
.... L 4 7S “‘
... L 4 ‘I‘
ay 2 4 L 4 ‘l‘
Ra, * ¢ u®

"'---“---“"

[+--, Financial topic, ***]

h _g( -1 ] 1'C)

Topic—informed source context vector tOpiC_Cj = z Qjj lh;, lS]
i=1

g( -1 ] 1,t0plC C]) g( ] 1, G hﬁ 1)

,BT
g( -1 ] 1,t0plC C], j_1)
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36.5 -

36 -

BLEU

a5 -

34.5 -

34 =

33.5 |

BLEU

34.5 [—

34—

100

| | | |
= = = =] =
=i I = w o

10 -

Source Topic Number

33.5

150 -
10+

|
= =
- =

0+
30 -

Target Topic Number

100 |-
150 |-

|
=
5

NISTO2(dev) | NISTO4(test)| NISTOS5(test)

NMT

Source Topic-Informed NMT(40)
Target Topic-Informed NMT(10)
Topic-Informed NMT(40,10)

33.42
34.33
35.39
36.31
34.86

32.36
34.76
35.17+
35.43++
35.91++

30.11
31.12
31.95++
32.50++
32.79++
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Sentence Embec

Machine Trans
Adaptation

ding for Neural
ation Domain

Rui Wang, Andrew Finch, Masao Utiyama and Eiichiro Sumita

National Institute of Information and Communications Technology
(NICT), Kyoto, Japan

ACL2017
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Source sentence as a fixed length vectorH In-domain F;;, out-domain F,,;

French—-to—-English NMT system Npg trainedon F;, and F,,; together.

Tx -~ CF in

Z =1 l R

Sinit (X) = tanh WlT— +b|,h; €H  Vector centers -,
X X{C

Fout

Sentence embedding Vf = Sinit(f) Euclidean distance d(vs, Cr, ), d(vg,Cg, )

ZfEF- vf Classify each sentence via difference: &
- n
Fin — .
|Fln| 5f = d(vf’ CFin)_ d(vf’ CFout)
_ ZfEFout Vs 5fe = 5f + 69

Fout — |F | 56 — d(ve' CFin)_ d(Ue, CFout)
out
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out
Int+out
Random
Luong
Axelrod

Chen

178.1K

17.7M

17.9M

5.5M

17.9M

9.0M

7.3M

7.3M

3.7M

5.5M

7.3M

3.7M

5.5M

IWSLT :

NMT NMT NMT NMT
tst10 tst11 tstl10 Tstll MT05 MT06 MTOS MTO6

31.06
30.04
30.00
31.22
N/A

32.06
31.42
31.46
32.08
31.79
N/A

N/A

N/A

EN-FR

32.50
29.29
30.26
33.85
N/A

34.81
33.78
33.13
35.94
35.66
N/A

N/A

N/A

29.23

27.30

28.89

30.53

32.21

32.26

30.32

32.13

32.84

32.67

34.04

33.88

34.52

30.00

28.48

28.55

32.37

35.03

35.54

33.81

34.81

36.56

36.64

37.18

38.04

39.02

out
Int+out
Random
Luong
Axelrod

Chen

430.8K

8.8M

9.3M

5.7M

9.3M

2.2M

4.8M

4.8M

2.2M

5.7M

4.8M

2.2M

5.7M

THUNLP_MTGroup

NIST :

29.66
29.61
30.23
29.90
N/A

30.52
30.64
30.90
30.94
30.72
N/A

N/A

N/A

ZH-EN

30.73
30.13
30.11
30.18
N/A

30.96
31.05
31.96
31.33
31.33
N/A

N/A

N/A

27.28 26.82
28.67 27.79
28.91 28.22
28.02 27.49
29.91 29.61
28.41 28.75
28.39 28.06
29.21 30.14
30.00 30.63
30.13 31.07
30.80 31.54
30.49 31.13
31.35 31.80
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0 Conclusion && Future work
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O As SMT is corpus-driven, domain-specificity of training

data with respect to the test data is a significant factor
that we cannot ignore.

O There is a mismatch between the domain of available
training data and the target domain.

O Unfortunately, the training resources in specific
domains are usually relatively scarce.

In such scenarios, various domain adaptation techniques
are employed to improve domain-specific translation
quality by leveraging general-domain data.
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[0 VSM-based: cosine tf-idf
[0 Perplexity-based: basic cross-entropy, Moore-Lewis
and modified Moore-Lewis.
. edit-distance.
[0 Combination: Corpus-level and Model-level

Above methods only consider word itself (surface information).

0 Languages have a larger set of different words leads to
sparsity problems.

0 Weak at capturing language style, sentence structure,
sematic information.
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[0 VSM-based: cosine tf-idf
[0 Perplexity-based: basic cross-entropy, Moore-Lewis
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Above methods only consider word itself (surface information).

0 Languages have a larger set of different words leads to
sparsity problems.

0 Weak at capturing language style, sentence structure,
sematic information.
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[0 Data Selection

[0 Graphical model and label propagation
0 Neural language model
[0 Sentence embedding

0 Topic info
0 Multi — domain
[0 Corpus

O LM
O T™m

THUNLP_MTGroup
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