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1. Motivation

• Reinforcement Learning for sequence prediction

• Introduce reward to optimize the final 

evaluation metric directly

• However, reward is defined on ground-truth 

Y, which limits the approach to labeled data 

only

• How to extend RL approach to exploit unlabeled 

data?

• Learn reward function to give pseudo reward

2. Challenge

• Predict pseudo reward based on (𝐗, ෡𝐘), while true 

reward is defined on (𝑌, ෠𝑌)

• the sparsity of non-zero reward for all possible ෠𝑌

3. Model

• RNN-based reward network with attention 

mechanism

• Take 𝑋, ෠𝑌 as input 

• Predict the shaped reward at every time step

• MSE training with biased data distribution

• Use sampled ෠𝑌 from current policy

4. Algorithm

5. Experiments

• Neural Machine Translation

• Text Summarization


