E-mail: meadljmm15@mails.tsinghua.edu.cn

Segment, Mask, and Predict: Augmenting Chinese Word
Segmentation with Self-Supervision

Mieradilijiang Maimaitit, Yang Liu?, Yuanhang Zheng!, Gang Chen?, Kaiyu Huang?, Ji Zhang?, Huanbo Luan!, Maosong Sunt
1Department of Computer Science and Technology, Tsinghua University 2School of Computer Science, Dalian University of Technology 3Alibaba DAMO Academy

% ' O R .
“* Introduction ‘* Methodology * Experiments
 Chinese word segmentation (CWS) Is considered an essential task, * Model Architecture  Results of Single Criterion Learning
which will accurately represent semantic information of Chinese NLP Methods SIGHANOS SIGHANOS OTHER
tasks. Original Sequence = g MSRA  PKU AS  CITYU | CTB SXU CNC  UDC ZX
- _ J | D MNP EREZIT RN Chen et al. (2017) 9584 9330 9420 9407 | 9530 9517 — — —
 Recent SOTA approaches utilize the pre-trained models (PTM) to {1 iy Zhou et al, (2017) 9780 9600  — | w20 @ — _ _ _
Improve the quality of CWS. However, the CWS methods based on T Cssifiod Torers Yang et al. (2017) 9750 9630 9570 9690 | 96.20 — — — —
I . I Tl : ! I
the PTM only utilize the large-scale annotated data to finetune the S L S T Gor) | ST 2 o s I ST ST 9% e
. . . - . ong et al. . . . . . . — — —
parameters. It omits much-generated information of the training step. 5(8) @ Segment @ | CotviBeam 1 9710 ome0 osz0 om0 | w10 osos | o610 920 osan
« Besides, the annotated data has some incorrect labels due to lexical Segmented Sequence | DV - ‘ X N BIE R IR h LSTM+CRF 9810 9610 9600 9680 | 9630 9655 | 9661 9600 9640
diversity in Chinese, therefore the robustness of methods is quite My) dl  Mask iy BERT 05 B BAL D ) LA B RH I DD
. Reward : P : SELFATT+SOFT 97.60 9550 9570 9640 | 9728  96.60 | 96.88  97.12  96.50
important for the CWS cwd == o ;
portant Tor the . Masked Sequence Dm(t) Ax X(S)) NBBIE % II§ w7 BERT+LTL 9753 9623 9703  97.63 | 9734 9665 | 9689 9751  96.72
« To address these issues, we propose a self-supervised CWS approach b Predict e il ours Blz % 97 i | OfH  HO7 | 91 ST B
to enhance the performance of CWS model. We exploit the revised Predicted Sequence | D,® _— tm N BERE ISR B + Results of Multiple Criteria Learning
masked language model as a predictor to improve the segmentation SIGHANOE SIGHANOS OTHER
model, and leverage an improved version of minimum risk training * Overall Algorithm  Revised MLM as Predictor Methods MSRA  PKU AS CITYU | CTB SXU CNC uDC ZX
(|\/| RT) to enhance the segmentation. o _ _ Chen et al. (2017) 96.04 94.32 94.64 95.55 96.18 96.04 — — -
gorithm 1 Self-supervised Word Segmentation -
Segged Seq. | /NBH EWK WZ TGRS He et al. (2018) 97.35 9578 9547 9560 | 9584 9649 | 97.00 9444 9572
Input: Original sequence D = {X(S)}le- - Gong et al. (2019) 97.78 96.15 95.22 96.22 97.26 97.25 — — —
(0) (n) Output: Original sequence D,,". [M] [M] -& XX Wz 75 5 ) BeERr | 9722 9606 9707 9739 | 9736 9681 | 9671 9748  96.60
6 - 0 1: Train Mask-Predictor M (y) based on D. /IN BH [M] [M] Wz 35 % 77 =R — E— — — — — — — E—
2: Train Segmenter S(6(°)) based on D. /N B E Xk [M] 15 AR BERT+LTL 96.67 96.30 97.16 97.72 97.38 96.90 97.10 97.61 96.81
action S v oot B Rl X R 1 R
__________________________ 5: Exploit M (y) to achieve predicted sequence ngt) based on D®. 7D EUE EEB“ X/H\ D/Z* 15 [M] [M] © ° Resu|ts on NOiS Da’[asets
~~~~~~~~~~~~~~~~~~ 6: Calculate the accuracy by comparing ngt) and D® as a reward. 4\ EUE EEIZ XJH\ D/Z; 15 }'j: 7'7 [M] y
‘ 7: Update the S(6() to S(8™). Methods SIGHANOS5 SIGHANO8 OTHER
. ' MSRA  PKU AS  CITYU | CTB SXU CNC  uDC ZX
Segmenter ) Predictor . . : LSTM+BEAM 96.86 95.70 95.17 95.35 95.89 95.83 95.89 96.07 96.18
. *  Training Procedure with Improved MRT LSTM+CRF 97.89 9589 9588 9667 | 9619 9647 | 9649 9585  96.25
~~~~~~~~~~~~~~~~ ‘ BERT 96.78 9520 9628  97.01 | 9714 9624 | 9651 9711  96.30
................................. J(0) = 2 z Q(ylx; g, a)q(y, X)— A z p(y’ |x; 0)% SELFATT+SOFT 97.47 9540 9557 9629 | 9716 9649 | 9661  97.08  96.33
reward = \yE500 560 BERT+LTL 9742 9615 9676 9752 | 9727 9655 | 9669 9740 9653
y y Ours 97.93 9618 9712 9768 | 9732 9683 | 9712 9763  96.67




